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Abstract

Wirelength is a salient feature to authenticate the quality of an embedding of a guest graph into a host graph and is used
specifically in Very Large Scale Integration (VLSI) layout designs. The chord graph is an influential topology in the sphere
of peer-to-peer networks. Thus, it is interesting to study the embedding of chord graphs into networks. In this paper, we
have computed the exact wirelength of chord graphs into necklace and windmill graphs. Further, we have developed a linear
time algorithm to compute the wirelength.
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1. Introduction

In the implementation of any algorithm, it is necessary that the code should be compilable and executable on any machine.
However, it is far more complicated in the case of parallel algorithms as the properties of parallel machines highly depend
on their interconnection structure [24]. Therefore the implementation of algorithms is often restricted to certain classes
of networks. In order to overcome this dependency, it is necessary to emulate one network by another by embedding one
into another. Efficient parallel algorithms existing for some source architecture are implemented on a target architecture
by embedding the source into the target. However the efficiency level determined by certain cost measures associated with
an embedding.

The aspects of an embedding can be measured using certain cost criteria. Congestion and the wirelength rank among
the most significant criteria [13]. The cardinality of a largest set of edges from the guest graph that are charted on a
single edge from the host graph is explained as the preceding one. Consequently, the primary point here is many problems
may arise while we are facing a large congestion. Furthermore, it also leads to the problem of circuit switching, longest
communication delay as well as the existence of uncontrolled noise itself. It represents the effects of packet loss or blockage
of new connections in data networking. Accordingly, the minimum congestion is of the utmost importance in network
embedding [16]. The other measure, wirelength, is the sum of the congestions. These sources inclusive of interest ranging
from VLSI design to data structures and more [16]. In recent times, graph embeddings have been carefully scrutinized
for a variety of networks such as circulant networks and grids [6,15], windmill and necklace graphs [10]. Although there
are myriad results and discussions found on the wirelength problem, the approximate results and the estimation of lower
bounds are dealt by most of them [5,9,20]. The embedding in the present paper provides exact wirelength.

An overlay network can be defined as a computer network that is constructed on the top of another network. Virtual
or logical links provide connections to the nodes in the overlay as each node communicates to a path, reasonably through
many other forms of physical links existing in the underlying network. For instance, overlay networks includes distributing
systems of cloud computing, peer-peer networks and client-server applications. Chord graph introduced by Stocia et al. [23],
is a structured peer-to-peer architecture based on Distributed Hash Tables (DHTSs) [25]. In [18], an overlay network is
designed as the chord graph. In addition hypercubes, generalized hypercubes are subgraphs of chord graphs.

The notion of the concept that is essential is defined in the next section and remembrance two key lemmas for embedding
algorithm is also focused. The two key lemmas are as follows: Modified Congestion Lemma and the Partition Lemma. In
Section 3, we obtained the accurate wirelength of chord graphs into necklace and windmill graphs. In Section 4, we have
shown a linear time algorithm to compute the wirelength. Conclusion and future work are given in Section 5.

*Corresponding author (vprsundar@gmail.com)



T. M. Rajalaxmi, N. Parthiban, J. Ryan, A. A. Shantrinal and R. S. Rajan / Discrete Math. Lett. 3 (2020) 50-56 51

2. Preliminaries

We begin with the following definitions and related results.

Definition 2.1. [2] An embedding (f, Ps) of a graph G(V, E¢) into a graph H(Vy, Er) is defined by a mapping f from Vg
to Vi, together with a mapping Py that maps each edge uv € E¢ onto a path Ps(uv) in H that connects f(u) and f(v). The
load on a node v € Vi is the number of nodes of G that are mapped onto v, the max-load of an embedding is the maximum
load over all nodes of H. The expansion of an embedding f is the ratio of the number of vertices of H to the number of
vertices of G.

For brevity, we denote in the rest of the paper the pair (f, Py) simply as f. If f is an embedding of G into H and
eg € E(H), then ECf(en) = [{eq € E(G) : ey € E(Pf(eg))}|.

The congestion of an embedding f of G into H is

E H) = E
Cy(G,H) max Cy(en)

and the congestion of embedding G into H is
EC(G,H) = ;in, ECy(G,H).

Further, if f is an embedding of G into H and S C E(H), then we set EC;(S) = >, EC(en).
eg €S

The wirelength of an embedding f of G into H is

WLi(G,H)= Y EC(en),
EHGE(H)

and the wirelength of embedding G into H is

WL(G,H) = f;%lng WLy(G,H).
The following two problems, so called Maximum Subgraph Problem (MSP) and Minimum Cut Problem (MCP) are
considered in the literature [1], and proved to be N P-complete [7].
For a subgraph M of G of order n,

o Ig(M)={w e E|uve M}, Ig(k)= Mcv(rg)ax‘Ml:k [Ie:(M)]

e Oc(M)={w eE|ue Muvé¢ M}, (k)= MCV(Ig)in|M|:k: |0 (M)]

The maximum subgraph problem for a given &, k € [n] is a problem of computing a subset M of V(G) such that |M| = k
and |Ig(M)| = Ig(k). Further, the subsets M are called the optimal set [3,7,8]. Similarly, we define the minimum cut
problem for a given k, k € [n] is a problem of computing a subset M of V(G) such that |M| =k and |0¢(M)| = (k). For a
regular graph, say r, we have 215 (k) + 0g(k) = rk, k € [n] [3].

The following lemmas are efficient techniques to find the exact wirelength using MSP [12].

Lemma 2.1. Let f from G to H be an embedding with same order. Let T be the set of all edges (or edge cut) of H such that
E(H)\T has exactly two connected graphs, say H, and H> and let G, = G[f~*(V(H,))], ¢ = 1, 2. In addition, T must satisfy
the following:

1. For each edge wv € E(G,),q = 1,2, P;(uv) has no edges in the set T.
2. For each edge uv € E(G) with uin V(G,) and v in V(G2), Ps(uv) has only one edge in the set T.

3. V(G;) and V(G2) are optimal sets.

Then EC¢(T) is minimum over all embeddings f : G — H and EC;(T) = >, dega(v) —2|E(G1)|= > dega(v)—
veV(Gr) veV (Ga)
2|E(G2)|, where degg(v) is the degree of a vertex v in G.

Remark 2.1. If G is regular, then it is easy to see that, V(G5) is optimal if and only if V(G;) is optimal [11].
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Lemma 2.2. For an embedding f from G into H, let {T1,Ts,...,T,} be a partition of [kE(H)| such that each T, is an edge
cut of H and it satisfies all the conditions of Lemma 2.1. Then

1 g9
WL;(G, H) = EZ::

where [k E(H)] denote the collection of edges of H, each repeated exactly k times, k > 1.

Remark 2.2. [14] For an embedding f from G into H, where f satisfies Lemma 2.2. Then the wirelength of an embedding
from G into H is equal to the wirelength of an embedding from G into H with respect to f.

Definition 2.2. [18] A graph CH,(V, E) is a chord graph on n = 2! nodes with the following vertex and edge sets: V(CH,) =
{vov1,va,...,v2¢_1} and e = (vy,v;) € E(CHy) iff ¢ + 2% =mody | O [+ 2k =mody ¢ Yk € {0,1,...,t — 1}, we say that the
length of e is 2.

Definition 2.3. [18] A k - subchord is a subgraph of a C' H;, induced by vertices v, where ¢ + 52~ = mody:c or ¢+ 2t =% =
mody:q for constant ¢ (0 < ¢ <2 —1)and s € N.

Theorem 2.1. [19] For each 1 < m < 2' and S C V(CH,), if S is an Ichord, then it maximizes F(S) for its cardinality m
and it is denoted by L,,.

3. Main results

In this section, we calculate the exact wirelength of embedding chord graphs into certain necklace and windmill graphs.

3.1 Necklace graphs

Before we prove the main theorem, we first start with the following definitions and remarks.

Definition 3.1. [17] Let K, and K;  be complete graphs on p (say v;,vs,...,v,) and ¢, vertices respectively. Let ¢, = 2",
1 <qg<pandr =ry.. =ry, suchthat K, W K; has just v, as a cut vertex, where r, is an integer and 1 < ¢ < p. The

resultant graph K, ¥ ( LZ_)Jthq) is a circular necklace denoted by CN(K); Ky, , Kt,, ..., Ky,).
=

Remark 3.1. CN(K,; Ky, Ky,,..., K;)) has 2! = Zt vertices, where t, = 2"1. We denote Zt by si, 0 < k < p, where
=1 =0

to = 0. For brevity, the circular necklace CN (K, Ktl,Ktz, .., K,) will be represented by C’N(K K).

Definition 3.2. [17] Let K , be a star graph on p + 1 vertices, say v, v1, ..., v,. Let K; be a complete graph on ¢, vertices
andt, =2"1,¢q=1,2,...,p—1,r =713, rq41 =14+ 1forallg=2,..,p—1andt, = 2"» — 1 such that K, , & K;_ has just v, as
a cut vertex, where r, is an integer. The resultant graph K, , ( U Kt ) is a necklace denoted by N (K1 p; K, , Ky, ..., K¢ ).

Remark 3.2. N(K,,; K, ,Ky,,...,K;)) has 2" = Zt + 1 vertices, where t, = 2. We denote Zt by s, 0 < k < p, where
q= q=
to = 0. For brevity, the necklace N(K; ,; Ky, , Ky, ... Ktp) will be represented by N (K1, K).

Embedding Algorithm A

Input : The chord graph CH, and a circular necklace CN(K,, K).

Algorithm : Label the vertices of CH; by Algorithm 1 [19] from 0 to 2 — 1. Label the vertices of K, in CN(K,, K) as
Sq—1+1,1=0,1,2,...,t, — 1 such that s, — 1 is the label of v,, 1 < ¢ < p.

Output : An embedding f of CH; into CN(K,, K) given by f(z) = « with minimum wirelength.

Proof of correctness : We assume that the labels represent the vertices to which they are assigned. For 1 < ¢ < p, let
T, ={(sq=Lsi—=1):1<1<pq#l}. For1 <q<pletT) ={(sq—1,5q—1-1):1<1<t,—1}. For1 <qg<pand
0<1<ty—2,let T} = {(sg—1+1,8q-1+k) : 0 < k < t;—landl # k}. Then {1, T, :1 < q<pyU{T.:1<q<p,0<1<t,—2}
is a partition of 2E(CN(K,, K))].

For each ¢, 1 < ¢ < p, E(CN(K,, K))\T, has two components H,; and Hy, where V(Hy1) = {sq—1,5¢—1 + 1,..., 5 — 1}.
Let Gj1 = CHy[f "' (V(Hy1))] and Ggo = CH[f~'(V(H,2))]. By Theorem 2.1, G,; is an optimal set and each 7, satisfies all
the conditions of Lemma 2.1. Therefore EC¢(7,) is minimum.
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For each ¢, 1 < ¢ < p, E(CN(K,, K))\T, has two components H,;, and H,, where V (H,;) = {s4-1,5¢-1+1,..., g1+, —
2}. Let Gy = CH,[f~'(V(H],))] and G}, = CH,[f~'(V(H];))]. By Theorem 2.1, G, is an optimal set and each T, satisfies
all the conditions of Lemma 2.1. Therefore EC(T}) is minimum.

Foreachq,l,1 < ¢ <pand0 <[ <t,—2, E(CN(K,, K))\T} has two components H., and H},, where V (H},) = {sq_1+1}.
Let GL, = CH[f~(V(H.)))] and GL, = CH,[f~*(V(HL,))]. By Theorem 2.1, G, is an optimal set, each T satisfies all the
conditions of Lemma 2.1. Therefore EC f(T(ﬁ) is minimum. By Lemma 2.2 implies that the wirelength is minimum.

Now, we have the following theorem.

Theorem 3.1. The exact wirelength of embedding CH, into CN (K, K) is given by

1< 1< 2%—1
WL(CH,;,CN(K,, K)) = 5 ; [(2t = 1)tg — 2o, (ta)]] + 5 q; [(2t = D)(tg = 1) = 2lon, (ty — D] + =5 — (2"~ p)
Proof. By Embedding Algorithm A,
) ECy(Ty) = (2t = )tq = 2|lon, (tg), 1 < g <p
(i) ECy(Ty) = (2t = 1)(tg — 1) = 2|Iom,(t; —1)[, 1 < g < pand
(iii) EC§(T!)=2t—1,1<qg<pand0<Il<t,—2.
Then by Lemma 2.2,
1 [2 P p tq—2
WL(CH, CN(Ky, K)) = 5 Y ECH(T,) + > ECHT) +> > ECHT)
q=1 q=1 q=1 1=0
1< 1<
= 3 > 12t = Ditg = 2llen, ()] + 5 Dot = 1)(tg — 1) = 2/Tom, (t; = 1)]]
q=1 q=1
2 — 1
+T(2t —p)

Embedding Algorithm B

Input : The chord graph C'H, and a necklace N (K ,, K).

Algorithm : Label the vertices of CH; by Algorithm 1 [19] from 0 to 2! — 1. Label the vertices of K;, in N(K, p, K) as
Sq—1+1,1=0,1,2,...,t; — 1 such that, s, — 1 is the label of v,, 1 < ¢ < p and v, as 2" — 1.

Output : An embedding f of CH, into N (K, ,, K) given by f(z) = = with minimum wirelength.

Proof of correctness : We assume that the labels represent the vertices to which they are assigned. For 1 < ¢ < p, let
T, =Ty ={(sq— 1,20 —1)}. For 1 < g < p,let T = {(sg — L,sy, —1—-1): 1<1<t,—1}. For1<g<pand0<i<t, -2
1etT(§:{(sq_1+Z,sq_1+k;)-O<k§tq—1andq7ék;}. Then {T,, T, T, : 1 < q<p}U{T):1<q<p0<i<t,—2}isa
partition of 2E(N (K ,, K))].

For each ¢, 1 < ¢ < p, E(N(K1,, K))\T, has two components H,; and H,;, where V(H,1) = {s4—1,54-1 + 1,..., 8¢ — 1}.
Let Gj1 = CHy[f "' (V(H,1))] and Ggo = CHy[f~1(V(H,2))]- By Theorem 2.1, G,; is an optimal set, each T, satisfies all the
conditions of Lemma 2.1. Therefore EC[(T},) is minimum. Similarly, EC; (T, ) is minimum.

Foreachq,1 < ¢ <p, E(N(K},,, K))\T, has two components H;, and H;,, where V(H;,) = {sq—1,54-1+1, ..., 5—1+t,—2}.
Let G, = CHy[f~'(V(H},))] and Gy = CH,[f~'(V(H],))]. By Theorem 2.1, G7; is an optimal set, each T} satisfies all the
conditions of Lemma 2.1. Therefore £C(T) is minimum.

Foreachq,l,1 <q<pand0 <[ <t,—2, E(N(K1,, K))\T. has two components H/, and H.,, where V (H.,) = {sq—1+1}.
Let GL, = CHy[f~'(V(H.)))] and Gy = CH[f~'(V(H.,))]. By Theorem 2.1, G!, is an optimal set, each T} satisfies all the
conditions of Lemma 2.1. Therefore EC f(Té) is minimum. Then by Lemma 2.2 implies that the wirelength is minimum.

As a consequence of Lemma 2.2 and Embedding Algorithm B, we have the following result.

Theorem 3.2. The exact wirelength of embedding CH, into N (K ,, K) is given by

—_

2t -1
2

(2" = (p+1)).

p p

1

WL(CHy, N(K, , K 52 [(2t — D)ty — 2|Icm, (t +5Z [(2t —1)(ty — 1) = 2lIcm, (ty — 1) +
q=1

q=1
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3.2 Windmill graphs

In this section, we calculate the exact wirelength of chord graphs into windmill graphs. To prove the main result, we
require the following definition and a remark.

Definition 3.3. [17] Let K  be a complete graph on ¢, vertices and t, = 2"« + 1,741 =7, + 1 forall¢=2,3,....,p — 1 and

ty = 2"ty = 2" + 1,7, = 1y such that WK, has just v; is a cut vertex. The resultant graph @1Ktq is a windmill graph
q=

incident with a common vertex v, denoted by WM (K, Ky, ..., Ky,).

p k
Remark 3.3. WM(K;,,Ky,,...,K;,) has 2t = > t, — p+ 1 vertices. We denote > _t, by sy, 0 < k < p, where t, = 0. For
q=1 q=0

brevity, the graph WM (K, Ky,, ..., K, ) will be represented by W M (K).

Embedding Algorithm C

Input : The chord graph C'H; and the windmill graph WM (K).

Algorithm : Label the vertices of CH; by Algorithm 1 [19] from 0 to 2 — 1. Label the vertices of K; in WM (K) as sq—1 +1,
1=0,1,2,...,t; — g such that s; — 1 is the label of vi, 1 < ¢ < p.

Output : An embedding f of CH,; into WM (K) given by f(x) = x with minimum wirelength.

Proof of correctness : We assume that the labels represent the vertices to which they are assigned. Let T3 = {(s; —
l,sq—1—-1):1<g<t;—1}tandfor2<g<p,letT, ={(s1—1,5q—(¢—1)—1):1<i<t,—1} For1l <l<t¢,—1,let
TH={l-1,k-1):1<k<t,—landl#k}andfor2<g<p,1 Sqﬁtq—l,letTé:{(sq_l—i—l—(q—l),sl—1),(sq_1+
l—(q—1),8q-1+k—(q—1)):1<k<t;—1landl#k. Then{T,:1<q<pU{T.:1<q<p,1<I<t,—1}isapartition
of 2E(WM(K))].

For each ¢, 2 < ¢ < p, E(WM(K))\T, has two components H,; and Hy, where V(H1) = {sq —q —tq + 2,5 — ¢ —tq +
3yes8q — q}. Let Gn = CH[f~(V(Hy1))] and G2 = CH[f ' (V(H,2))]. Since G, is an optimal set, each T}, satisfies all
the conditions of Lemma 2.1. Therefore EC(T,) is minimum. Similarly, EC;(17) is minimum.

For each ¢,1,2 < ¢ <p,1 <1 <t,—1, E(MC(P,K))\T} has two components H., and H],, where V(H.,) = {sq—1 +1—
(q—1)}. Let GL, = CH[f~'(V(H.)))] and Gy = CH,[f~*(V(H];))]. Since G., is an optimal set, each T satisfies all the
conditions of Lemma 2.1. Therefore EC(T}) is minimum. Similarly, EC(T}) is minimum. Then by Lemma 2.2 implies
that the wirelength is minimum.

Now, we have the following result.

Theorem 3.3. The exact wirelength of CH; into W M (K), is given by

p
-1
WL(CH;, WM (K %Z 2t — 1)(tg — 1) — 2| E(CH[Ly,—1])|] + 2t2 (28 —1).
qg=1
Proof. By Embedding Algorithm C,
(@) ECy(Ty) = (2t = 1)(tg — 1) = 2[E(CH[L¢,-1]), 1 < g < pand
(i) EC§(T))=2t—1,1<g<pand1<I<t,—1.
Then by Lemma 2.2,
1 [& p tg—1
WL(CH, WM(K)) = 3 Zch(Tq) +Y > ECH(T))
= q=1 1=1
1< 2 —1
- 5; [(2t = 1)(ty = 1) = 2AB(CH L, )] + =52~ 1).

4. Time complexity

The period of time to perform an algorithm is represented by the time complexity, specifically known as computational
complexity in the domain of computer science. It is assumed that the execution of a specific fundamental operation takes
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a particular interval of time. Hence, the phenomena of time complexity is approximately calculated by the number of
fundamental functions carried out by the algorithm. Therefore, the number of primary operations carried out by the
algorithm and the interval of time required are drawn by a constant factor to vary.

The length of time for an algorithm to perform its task may differ over various inputs belonging to same sizes. The
characteristic feature of time complexity is determined by the amount of time it takes to complete the given task. The
maximum period of time needed for outputs of a given size is generally contemplated that it is the inadequate kind of time
complexity. Less frequently and it is often peculiarly, the mean duration of time required for inputs of a specified size is
the ideal-average complexity. In both of these instances, the performance of the size of the input is commonly articulated
by the time complexity [22].

In the present section, we compute the time complexity of determining the accurate wirelength of embedding chord
graphs into the circular necklace using Embedding Algorithm A. The algorithm is formally exhibited in the following way.

Time Complexity Algorithm
Input: The chord graph C'H, and the circular necklace CN(K,, K), t,p > 3.
Algorithm : Embedding Algorithm A.

Output : The time taken to compute the minimum (and exact) wirelength of embedding CH, into CN(K,, K) is O(t),
which is linear.

Method : Since the chord graph, C H; contains 2! vertices, then for assigning the labels of 2! vertices, we need [log, 2¢]
time units. By Embedding Algorithm A, we have p(t,) + p, 1 < ¢ < p edge cuts. For each edge cut, we require one unit of
time and by Lemma 2.1, we require m(r,) time units. Again for finding the edge congestion of each edge cut, we require
one unit of time. In addition, we require p(r,) units of time for finding the wirelength by using Lemma 2.2.

p
Hence the total time needed to estimate the wirelengthis = ¢+ Z p(ty+1)2°
q=1

O(t)
which is linear. 0

In this similar manner, we can estimate the exact wirelength of embedding chord graphs into necklace and windmill
graphs in linear time.

5. Conclusion

In this paper, we computed the exact wirelength of chord into certain necklace and windmill graphs. Future directions
for research of this nature would be to measure the exact wirelength and complexity of embedding chord graphs into
such popular interconnection architectures as the rectangular grid and its variations, the cylinder and torus. In a more
theoretical sense though still potential for valuable knowledge would be to study embedding chord graphs into trees.
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